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Abstract—Winding short-circuit (SC) faults are a prevalent
issue in synchronous machines, and the accurate and
timely identification of these faults is critical for maintaining
power system stability. Current methods for inspecting
synchronous machine windings often rely on periodic
inspections based on human expertise. Therefore, numerous
studies have explored the application of deep learning
(DL) models for detecting synchronous machine winding
SC faults. However, these models often exhibit excessive
complexity and overlook physical overhead, leading to
inefficient utilization of computational power and data
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resources. To address these limitations, this study proposes a dual-channel DL model integrated with the active learning
(AL) query strategy. In this study, winding SC faults are manually simulated on a 5-kVA synchronous machine, and
corresponding frequency response analysis (FRA) data are recorded. Subsequently, the proposed method is validated
on the test set and benchmarked against previous studies. Experimental results demonstrate that the proposed method
significantly reduces the data annotation effort and accelerates model training to the order of seconds (under 5 s)
while maintaining satisfactory accuracy (>95%). Comparative experimental results further indicate that the proposed
model, requiring only 1/20th of the labeled training samples used in previous studies, achieves a substantial reduction
of approximately 99.8% in both model parameters and training time.
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[. INTRODUCTION

YNCHRONOUS machines, the core components of

hydroelectric and thermal power plants, are primarily
employed to convert mechanical energy into -electrical
energy. A related survey [1] indicates that winding faults
constitute approximately two-thirds of all failures in large
synchronous machines, with winding short-circuit (SC) faults
being the most prevalent type. Winding SC faults are
primarily attributed to the degradation of insulation material,
a cumulative process that ultimately leads to insulation
breakdown. This breakdown can result in various types of
winding SC faults, including inter-turn SC (ITSC) and ground
SC (GSC) faults. These SC faults not only damage the
synchronous machine itself but also significantly impact the
entire power system, potentially leading to large-scale power
outages. Consequently, the rapid and accurate diagnosis of
winding SC faults in synchronous machines is of paramount
importance for maintaining the stable operation of power
systems and safeguarding the economic interests of associated
industries. 9
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Existing noninvasive condition monitoring techniques for
synchronous machines, such as those employing thermal
analysis [2] or vibration signal analysis [3], offer real-
time operational insights [4]. However, retrofitting existing
machines with the necessary sensors is challenging and costly
due to their fixed internal structures. Consequently, most
fault diagnosis methods necessitate offline testing, requiring
machine shutdown. Currently, there are various winding
fault diagnostic approaches, including motor current signature
analysis (MCSA) [5], recurrent surge oscilloscope (RSO) [6],
traveling wave methods [7], and so on.

Frequency response analysis (FRA), a well-established
offline diagnostic technique for transformer windings, has
been increasingly applied to synchronous machines due to
structural similarities [8], [9], [10]. Its rapid and nondestructive
nature, combined with high stability and sensitivity, renders
it suitable for assessing winding conditions during routine
maintenance. FRA-based fault diagnosis commonly utilizes
one of three primary approaches: 1) broadband equivalent
circuit modeling predicated on winding structure; 2) indicator-
based fault detection relying on deviations from baseline FRA
signatures; and 3) data-driven fault diagnosis methodologies.

Equivalent circuit models have been widely adopted in
several studies for interpreting FRA data. These include a
black-box model designed to assess FRA applicability [11],
a gray-box model developed for detecting ITSCs, and a
high-frequency lumped parameter model based on broadband
characteristics [12]. While such modeling methods provide
valuable physical insights for expert diagnosis, their inherent
complexity and time-intensive development limit rapid and
general fault detection, primarily because the diverse designs
of synchronous machines necessitate distinct equivalent
models.

Numerous studies have proposed indicator-based methods
for detecting winding faults using FRA data. These methods
typically utilize mathematical-statistical indicators, such
as minimum-maximum ratios and normalized correlation
coefficients, which exhibit a linear correlation with the
severity of the fault [13], [14], [15]. Correlation coefficients
have also been employed to detect GSCs and ITSCs [10].
While some researchers have combined these indicators with
classifiers to enhance the accuracy of fault detection, the
effective application of these indicators often necessitates
expert interpretation and may require adjustments contingent
upon the specific machine type.

The lack of standardized FRA interpretation codes for syn-
chronous machines necessitates a reliance on expert subjective
judgment in fault diagnosis. Data-driven approaches present a
promising avenue for facilitating objective assessments [18].
Machine learning (ML) techniques that have been applied
to address this challenge include isolation forest [16] and
support vector machines (SVMs) for fault detection [17],
as well as an explainable artificial intelligence (Al) technology
designed to improve model interpretability [18]. However,
despite the acknowledged potential of advanced ML and
deep learning (DL) models, significant technical challenges
persist.

1) A common approach involves the direct application
of classical DL backbone models for the detection
of winding faults. However, these models are often
characterized by a substantial number of parameters,
necessitating significant computational resources for
both training and subsequent deployment.

2) Although manual experiments conducted in a laboratory
setting provide convenient access to a variety of labeled
data, attaining comparable levels of diagnostic accuracy
with operational synchronous machines requires a
significant amount of workforce and time for data
annotation. Furthermore, maintenance personnel can
quickly identify the occurrence of winding faults
through external measurements, but disassembling faulty
machines to ascertain fault types is time-consuming.

3) Power plants and equipment manufacturers possess
numerous unlabeled data rather than labeled data.
However, existing DL-based methods for the winding
fault diagnosis currently do not utilize these resources.

Active learning (AL), which strategically selects unlabeled
samples for labeling to maximize model performance with the
fewest labeled samples [19], [20], [21], [22], offers a potential
solution. AL has been applied in power system applications,
such as stability assessment [23] and identification of instabil-
ity modes [20], both of which also have the same challenges.
Inspired by the mentioned works [20], [23], this study pro-
poses a lightweight DL model incorporating AL for winding
SC fault diagnosis. The main contributions are as follows.

1) Unlike the direct application of classical DL models,
we propose a dual-channel DL model that significantly
reduces parameters while maintaining precision. Further-
more, in contrast to conventional single-channel FRA
models, the proposed model is dual-channel, considering
both FRA gain and phase data.

2) Diverging from previous works that are solely focused
on improving model performance, we develop a two-
stage batch-mode AL query strategy designed to
minimize the data annotation burden by selecting the
most representative samples from the unlabeled pool for
labeling.

3) In contrast to prior methods that do not leverage
unlabeled data, we propose a general framework
for integrating classification models with AL, which
effectively utilizes all available unlabeled data.

The remainder of this study is organized as follows.
Section II introduces the fundamentals of FRA, AL, and the
proposed AL framework. Section III details the FRA dataset
obtained from manually simulated winding SC experiments.
Section IV presents the results and compares the proposed
method with existing approaches. Section V discusses
limitations, and conclusions are provided in Section VI.

[I. METHODOLOGY
DL models offer an effective tool for detecting winding SC
faults [18], [26]. Fig. 1 shows the overall framework of the
proposed dual-channel DL model combined with AL query
strategies, as well as its detailed architecture. In Fig. 1, the
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Fig. 1. Overall framework of the dual-channel DL model with the AL query strategy for winding SC fault diagnosis. The “Conv” and “@” are followed
by the output channel and size (two dimensions in the same size). The dual-channel DL model and the linear layer output serve as the feature input

for diversity- and uncertainty-based query strategies.

model’s inputs consist of two 128 x 128 grayscale images
representing the FRA gain and phase, and the model’s output
serves as the feature input for AL query strategies. To provide
classification outputs for winding SC fault diagnosis, a linear
layer is integrated after the dual-channel DL (backbone)
model. In addition, Chen et al. [18] explained the reasons and
advantages of selecting an image-classification model.

A. Basic Principle of FRA

Under sweep signal excitation, the synchronous machine
winding can be represented by an equivalent circuit model
comprising resistance, inductance, and capacitance [24],
as shown in Fig. 2(a). The sweep signal is applied as the
excitation signal vj,(w) at one terminal of the winding, while
the corresponding response signal voy(w) is recorded at
the other. Subsequently, the excitation and response signals
are used to derive the FRA gain H(w) and phase ®(w),
as presented in (1) and (2). These FRA data characterize
the condition of the winding, distinguishing between normal
and faulty states. The distributed parameters inherently reflect
the geometric dimensions and conditions of the winding;
consequently, any winding fault alters these parameters,
resulting in variations in H(w) and ®(w), as shown in
Fig. 2(b). By comparing the measured frequency response
curve with a baseline (normal) curve, FRA enables the
assessment of the winding’s condition, including the detection
of the occurrence, type, severity, and location of winding faults

H(w) = 20log,, ';’—((w“))) dB (1)
180 Vour (@)

¢(w) = — arg| —— )
7 Vin(®)

where v,,(w) and v;,(w) are the excitation and response
signals, respectively, and H(w) and ®(w) are the gain and
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Fig. 2. Synchronous machine winding’s equivalent circuit model
structure and simulated winding fault. (a) Equivalent circuit model.
(b) ITSCs simulated by the built equivalent circuit [24].

phase of the transfer function, respectively. This study uses a
frequency range from 1 Hz to 1000 kHz.

B. Basic Principle of AL and Designed Query Strategy
Data-driven models have demonstrated remarkable perfor-
mance in various tasks [5], [18], [25], [26], whose success
heavily relies on high-quality labeled datasets. In the specific
context of synchronous machine winding fault diagnosis,
equipment manufacturers and power plants often possess
a large number of unlabeled samples. The annotation of
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these samples is expensive and time-consuming, making the
complete labeling of such datasets impractical. Consequently,
the effective utilization of these unlabeled data, through
the development of methods that selectively label the most
informative samples, is crucial. This capability represents a
prerequisite for the practical application of data-driven models
to fault diagnosis in this domain.

AL aims to optimize model performance with minimal
labeled data, thereby reducing annotation costs. Fig. 3
illustrates the common pool-based AL cycle. This involves
an unlabeled dataset U} = X, Y (n samples) and a labeled
training set L), = X,Y (m samples), where X and X
represent sample spaces and ) and Y represent label spaces,
respectively. The potential distribution is denoted by Py y.
The variable ¢ represents the number of iterations, and each
iteration involves labeling b samples. The goal of this study
is to design an effective AL query strategy Q and utilize the
learning algorithm 7 to train a multiclass classification model
My + X — Y with as few samples or ¢ as possible. The
optimization problem of AL can be defined as follows:

Exy-puy [((Mo, 0, y: T: Q)] (3

arg min
1,(x,y)EL},, (x,y)eU,

m

where £(-) is the given loss function. The specific procedure
is shown in Algorithm 1.

The core of AL lies in the query strategy Q, which
selects the most informative samples for training, thereby
accelerating model performance improvement. Common
strategies can be categorized into uncertainty- and diversity-
based approaches [19], [21].

1) Uncertainty-based query strategies, a prevalent and
straightforward approach, prioritize the selection of
samples that exhibit high uncertainty for labeling. This
selection process concentrates on the most informative
samples, which are inherently characterized by high
uncertainty, leading to potential improvements in
model performance. Common metrics for quantifying
uncertainty include least confidence, margin sampling,
and entropy [19]. Specifically, high uncertainty typically
manifests as low confidence scores, small margin
probabilities, or high entropy values. Least confidence
is defined as follows:

Peas =P, (B1]x). xeU 4

Algorithm 1 General Pool-Based AL Framework Combined
With Winding SC Faults Diagnosis
Require: Unlabeled dataset U, current training set L, test
set DT, batch size b, maximum iterations 7, test set
accuracy Accy.s, desired accuracy target Acc,,,, data-driven
model My, learning algorithm 7, and AL query strategy
0.
1 t=1.
2: Randomly select b unlabeled samples and label them to
construct U?_, and LY. // Construct the initial training set.
If there are existing labeled samples, they can be used as
the initial training set.

3t My, z Lg // Use initial labeled training set to train the
DL model My,.

4: while t < T and Acciest < AcCrar do

5: Urifbx(tJrl)’ Ltbx(t+1) <~ Q(Urtz:}lzxt’ L;};lf’ Mai*l) //
Use query strategy to select the top b unlabeled samples
and hand them to experienced experts to label them. The
current training set L (+1) consists of the old training
set L) , and b new labeled samples. Single-mode or

batch-mode refers to selecting one or multiple unlabeled

samples.

T -
6: Mg < Lj, 1 // Use current labeled training set
with the learning algorithm to train the data-driven model.

70 ACCres 2 My, // Validating the trained data-driven
model on the test set.
t<—t+1
9: end while
10: return My,

where x is the input data from the unlabeled pool, while
y1 is the most probable class and Ppy, (¥1|x) is the
posterior probability prediction of y;. Margin probability
is defined as follows:

Pmargin = P/\/[(, (},\71 |X) — ]P)M(, (572|X), xeU (5)

where ¥, is the second probable class and Py, (¥2]x)
is the posterior probability prediction of J,. Entropy is
defined as follows:

Pentropy = — ZPM(; ()A]l|x) log P r4, ()A’i}x)s xelU

(6)

where y; ranges over all the probable classes. Although
uncertainty-based query strategies are effective in identi-
fying individually informative samples, they frequently
neglect to consider the potential joint informativeness
among samples, failing to adequately account for
potential information redundancy among the selected
instances, particularly when those samples exhibit
mutual similarity. Consequently, consistent selection of
similar samples introduces the risk of overfitting and
can increase the difficulty of training. Furthermore,
the mentioned formulas (4)—-(6) are designed for the
conventional single-model AL. In batch-mode AL, the
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Fig. 4. Flowchart of two-stage batch-mode query strategy.

uncertainty scores of unlabeled samples are computed
and ranked, subsequently followed by the selection of
the top b samples.

Diversity-based query strategies effectively capture the
distribution of the unlabeled data pool by selecting
representative samples. A common approach is cluster-
based sampling, which divides the unlabeled data into
different groups and selects a representative sample
from each group to ensure diversity. K-means is a
common clustering algorithm. Given unlabeled samples
{x1,x2,...,x,} € U, the objective of K-means can be
defined as followed:

)

k
arg;ninzznx — W H2

i=1 xeS§;

where S = {51, S, ..., S} is the set of clusters, and
w; is the mean of points in S; (cluster centers). After
determining cluster centers, samples closest to each
cluster center are selected and labeled. The diversity-
based query strategy aims to encompass the distribution
of the unlabeled pool but often prioritizes diversity
over proximity to the decision boundary. Therefore, this
strategy can lead to the selection of samples far from the
decision boundary, which are unlikely to improve model
performance due to their low misclassification risk.

As previously discussed, single-stage query strategies
exhibit inherent limitations. Therefore, this study
proposes a two-stage batch-mode query strategy that
integrates uncertainty and diversity, whose main concept
is measuring uncertainty through preselection and
then choosing diverse samples through clustering.
Specifically, this study introduces two integrated query
strategies:

a) Integrated Query Strategy 1: Preselect r x b
samples using margin probability (5), where r(r €
N*,r > 1) is a hyperparameter to control the
preselected sample size. Among the preselected
r x b samples, use K-means (set k = b) to select
b samples closest to cluster centers. The flowchart
is shown in Fig. 4.

Integrated Query Strategy 2: The entropy (6) of the
unlabeled samples is calculated, which serves as
sample weights during fitting clusters of K-means
(set k = b). Then, select b samples closest to the
cluster centers.

b)

Gain
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Fig. 5. Representation learning before AL.

C. General AL Framework Proposed for Winding SC
Fault Diagnosis

K-means is a critical component of the proposed query
strategies. However, many conventional clustering algorithms
are designed for vector-like or low-dimensional data, rendering
them unsuitable for direct application to high-dimensional
image data, as shown in Fig. 1. Hence, an autoencoder is
employed for unsupervised representation learning, leveraging
all available samples to generate a more compact and efficient
representation suitable for subsequent clustering. An autoen-
coder comprises an encoder ¢, mapping the input into the
representation, and a decoder i, mapping representation to
reconstruct the input. Training an autoencoder can be defined
as follows:

b X > F (8)
Vi F > X 9)
(10

¢ ¥ =agminlx — (V@I xeU

where F represents the space of the representation. The
proposed method employs the output of the representation
learning as the input for K-means to establish the initial
training set. After the representation learning, the proposed
method utilizes the output of the dual-channel DL model
as the input for the designed query strategy. The flowchart
of the proposed method is shown in Fig. 6, which includes
three parts, and the specific implementation detail is shown in
Algorithm 2.

[1l. WINDING SC FAULT EXPERIMENTAL SETUP
AND THE FRA DATASET

To validate the proposed method, a manual simulation
platform for synchronous machine winding SC faults is
established. This platform comprises an FRA analyzer and
a 5-kVA synchronous machine stator winding without the
rotor, so there is no need to consider FRA measurement
for rotating machines with unstable repeatability [10]. The
relevant nameplate specifications for the platform components
are detailed in Table L.

According to [10], [18], [28], [29], [30], and [31], various
winding SC faults are manually simulated. Specifically, the
U-phase’s winding slots (1, 2, and 3) are short-circuited to
the ground to simulate different GSCs (GSC-#1, #2, and
#3, respectively). The U-phase’s winding slots (1, 2, and
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Algorithm 2 General AL Framework Proposed for Winding
SC Faults Diagnosis
Require: Unlabeled dataset U, current training set L, test
set DT, batch size b, maximum iterations 7, test set
accuracy Accy.s, desired accuracy target Accy,r, encoder
¢, decoder V, the proposed dual-channel DL model My,
and learning algorithm 7.
:t=1
2. ¢, <« argm1n||x — W(@)|*x € U // Use all

unlabeled samples to train an autoencoder.
3 {1, ..o, ) < argmmz,-:l erUg lp(x) — I"i”2 //

Conduct K-means (se’;’k = b) on the representations ¢ (x)
to get b cluster centers.

4: Samples closest to each cluster center are selected and
labeled to construct the unlabeled pool U'™” and initial
training dataset L?.

50 My, z L} // Use initial training set to train the proposed
dual-channel DL model.
6: while r < T and Acceq < AcCryr dO
t<—t+1
U prs Ly < QWU,~ h><(t 1) LZL(,_U, Mo,_) /]
Use the designed query strategy to select b useful
unlabeled samples and label them.

T . .
9. My < Lj., // Use current labeled training set with
the learmng algonthm to train the data-driven model.

10: ACCiest <— My, // Validating the trained data-driven
model on the test set.

11: end while

12: return M,

3) are interconnected to simulate different ITSCs (ITSC-#1-
#3, #1-#2, and #2-#3). Various resistances (40/20/10/0.1/0
2) are connected to simulate winding SC faults in different
degrees where lower resistance values correspond to more
severe faults [26]. The wiring diagram is presented in Fig. 7,
which shows the end-to-end open-circuit connection and
records input and output signals, followed by applying the
Fourier transform to obtain FRA gain and phase through
formulas (1) and (2). Several typical FRA data, including gain
and phase, are shown in Fig. 8. In contrast to data acquired

5 kW synchronous
machine winding \

@
'

i

ITSC fault
simulation

supoew
snouoxyouLs o Suipuipy

........
GSC fault
simulation

, FRA analyzer|
Tnput

Computel”
24 Variable resistance

Fig. 7. Measurement experimental diagram. (a) Actual wiring diagram.
(b) Measurement wiring diagram.

from normal windings, the FRA data associated with GSCs
exhibit primary variations in the low-frequency band, whereas
IDSCs manifest their dominant FRA data alterations in the
midfrequency band. These observed trends are consistent with
findings reported in [24], [27], and [32]. The experiments
are repeated to create an FRA dataset consisting of seven
classes, with 6021 samples allocated to the training set and
155 samples to the testing set. Details of the constructed
dataset are provided in Table II.

With regard to the experimental setup, it should be noted
that this study employs connecting resistances ranging from
0.1 to 40 Q to simulate varying degrees of synchronous
machine winding SC faults, solely to validate the proposed
method. It is acknowledged that the specific resistance values
should be adapted based on the characteristics of individual
machines and the nature of actual SC fault conditions. Because
prior studies [29], [32] have utilized resistances ranging
from 1 to 100 €2, this study, while informed by these studies,
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Fig. 8. Several FRA data of typical winding SC faults. (a) FRA gain of GSC. (b) FRA phase of GSC. (c) FRA gain of ITSC. (d) FRA phase of ITSC.

TABLE |
NAMEPLATE VALUE OF THE SYNCHRONOUS MACHINE
AND THE FRA ANALYZER

Characteristics Parameter value

Rated power SkVA
Rated voltage 380V
Frequency 50Hz
Pole pairs 1
Number of slots 36
Rated speed 1500rpm
FRA analyzer
Model TDT6U
Manufacturer Beijing Shengtai Real-Time
Output 25 Vpp (maximum, adjustable)
Output impedance 1 MQ / 502 (optional)
Frequency sweep range 1 Hz to 2 MHz
Frequency accuracy 99.995%
Dynamic range -120 dB ~ 20 dB
Gain accuracy + 0.5 dB

Test speed no more than 1 minute

employs the 0.1-40 Q2. However, the main focus of this study
remains the development of a winding SC fault diagnosis
methodology, and comprehensive details regarding the specific
experimental settings of FRA can be found in [10]. All
codes utilized in this study are executed on the software
and hardware configurations detailed in Table III. In addition,
codes and hyperparameter settings can be found in the GitHub
repository associated with this study.'

! (https://github.com/cy 1034429432/Intelligent-FR A-guided-Synchronous-
Machine-Winding-SC-Faults-Diagnosis-Based-on-Active-Learning)

V. EXPERIMENT

A. Results of the Ablation Study

The model performance when using all samples as the
training set is the upper bound for the model combined with
AL [20]. Therefore, experiments are conducted utilizing the
proposed dual-channel DL-, ML-based, and classical DL-
based models. Except for the proposed model, other models
concatenate FRA gain and phase images into one image
as input, and the corresponding results are presented in
Table IV. Unless otherwise specified, all reported accuracies
(Tables TV-VI and Figs. 9-11) represent the average over
20 runs with different random seeds. Table IV shows
that: 1) the ML model underperforms the DL model
due to its limitations in handling high-dimensional image
data; 2) increased model complexity does not necessarily
improve performance given the limited dataset size; 3) the
proposed model achieves comparable accuracy to state-of-
the-art models [18], [26] while using significantly fewer
parameters (1/500th of ResNet-18); and 4) utilizing dual-
channel input (both FRA gain and phase) improves model
performance compared to single-channel approaches (i.e.,
only gain or phase input). Table V shows the performance
evaluation of the fault diagnosis model under varying module
configurations and hyperparameter settings after ten training
epochs. Different module configurations, including activation
functions and neural network architectures, can significantly
influence the convergence behavior of the model. Moreover,
excessively large learning rates may induce convergence
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TABLE Il
FRA DATASET OF SYNCHRONOUS MACHINE WINDING
Fault type Degrees Training set  Test set
GSC-#1-0Q2 196 5
GSC-#1-0.1Q 168 5
GSC-#l1 GSC-#1-10Q2 195 5
GSC-#1-2092 195 5
GSC-#1-4092 195 5
GSC-#2-0Q2 195 5
GSC-#2-0.1Q 195 5
GSC-#2 GSC-#2-1092 195 5
GSC-#2-20Q2 197 5
GSC-#2-4092 195 5
GSC-#3-0Q2 195 5
GSC-#3-0.1Q2 195 5
GSC-#3 GSC-#3-10Q2 195 5
GSC-#3-20Q2 196 5
GSC-#3-40Q2 195 5
ITSC-#1-#2-0Q2 195 5
ITSC-#1-#2-0.1Q 195 5
ITSC-#1-#2  ITSC-#1-#2-10Q2 197 5
ITSC-#1-#2-2082 195 5
ITSC-#1-#2-40$2 195 5
ITSC-#1-#3-0€2 195 5
ITSC-#1-#3-0.1Q2 195 5
ITSC-#1-#3  ITSC-#1-#3-10Q2 194 5
ITSC-#1-#3-20€2 195 5
ITSC-#1-#3-4092 195 5
ITSC-#2-#3-0$2 195 5
ITSC-#2-#3-0.1Q2 195 5
ITSC-#2-#3  ITSC-#2-#3-10Q2 195 5
ITSC-#2-#3-2082 197 5
ITSC-#2-#3-4082 195 5
Normal 195 5
Total 6021 155
TABLE Ill

COMPUTER HARDWARE AND SOFTWARE CONFIGURATIONS

Device or software ~ Nameplate value or configuration

CPU 15-12400F
GPU RTX 3060
RAM 16G
Software Python
Package Pytorch, torchcam, sklearn

oscillations, whereas excessively small learning rates may
impede convergence within the limited ten epochs.

The relationship between the number of labeled samples and
the test set accuracy of the proposed dual-channel DL model
under different query strategies is depicted in Fig. 9. Fig. 9
shows: 1) random sampling requires significantly more data
to achieve comparable accuracy; 2) initializing the training set
using an autoencoder and K-means clustering ensures sample
diversity, leading to high initial accuracy. Subsequently, even
with random sampling, satisfactory performance is achieved
with fewer samples than with purely random sampling
throughout the training process; 3) the two-stage strategy
consistently outperforms single-stage strategies, achieving
higher accuracy with fewer samples and exhibiting greater
robustness to overfitting.

The encoder and the dual-channel model share the same
architecture, enabling intuitive fine-tuning, analogous to
pretraining and fine-tuning in large language models. However,
as shown in Fig. 10, fine-tuning requires more labeled data to
achieve comparable accuracy to training from scratch. This is

TABLE IV
COMPARISON OF DIFFERENT BACKBONE MODELS

Model Test set accuracy  Model parameters
SVM 78.06% \
KNN 71.61% \
Decision tree 75.48% \
AlexNet 86.26% 61107847
Vgg-11 88.38% 132864043
Vgg-16 96.13% 138358251
Vgg-19 83.87% 143667947
ResNet_—l 8 (backbone model 99.359% 11696519
in previous work [18])
ResNet-34 99.35% 21804679
ResNet-50 97.41% 25564039
}CaRLNet (backbone model 99.35% 464089
in previous work [26])
AlexNet (only gain input) 80.64% \
Vgg-11 (only gain input) 83.87% \
ResNet-18 (only gain input) 96.77% \
AlexNet (only phase input) 81.96% \
Vgg-11 (only phase input) 84.51% \
ResNet-18 (only phase input) 94.19% \
Proposed model 99.35% 20923
TABLE V

COMPARISON OF DIFFERENT MODULE CONFIGURATIONS AND
HYPERPARAMETER SETTINGS

Model Test set accuracy
Backbone model Without IN 86.35%
Replace LeakyReLu with ReLU 92.25%
Replace CNN with FC 86.65%
Proposed model (Learning rate=0.001) 96.12%
Proposed model (Learning rate=0.005) 99.35%
Proposed model (Learning rate=0.01) 70.96%

o
©
T

Integrated query strategy 1
== |ntegrated query strategy 2 0.2

Test set accuracy
o
[o ]
(9]
T

o

Query by diversity i
== Query by margin probability oV & o° ,{f,b ,\bg @q’q‘}b‘ p
== Query by entropy
Query by least confidence
0.75 - Random sampling (Excluding 4

initial training set)
Random sampling (Including
__initial training set)

32 64 96 128 160 192 224 256 288 320
The number of training labeled samples

Fig. 9. Test set accuracy of training the proposed model from
scratch under different numbers of samples selected by the mentioned
query strategies. Including training the initial dataset means using
representation learning to select samples and create the initial dataset,
and the number of samples equals the value of batch size while
excluding training the initial dataset means using random sampling to
create the initial dataset.

attributed to the limitations of fine-tuning with the relatively
large learning rate (0.005) required for rapid convergence
within the constrained ten training epochs. Therefore, training
the dual-channel model from scratch is recommended.
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Fig. 10. Test set accuracy of fine-tuning the encoder under different

numbers of samples selected by the mentioned query strategies.

Epoch and batch size significantly impact both training time
and model performance, as shown in Fig. 11. From Fig. 11,
it can be seen that: 1) results indicate a positive correlation
between these hyperparameters and accuracy, but too large
batch sizes do not improve the performance obviously because
increasing batch size does not proportionally increase model
updates, unlike increasing epochs; and 2) training time scales
linearly with both epoch and batch size. Given the study’s
relatively large learning rate (0.005), a small epoch should be
chosen to mitigate oscillations during training. Therefore, this
study recommends that the epoch and batch size be set to
10 and 32, respectively.

B. Interpretability of the Trained Model

Researchers have been impressed by the effectiveness of
DL methods while simultaneously raising concerns regarding
their opaque nature. Understanding how a trained model
works is crucial in determining whether it accurately captures
feature information between different winding faults. This
study applies t-distributed stochastic neighbor embedding (t-
SNE) to the output of the trained dual-channel DL model
on the test set, reducing its output to two dimensions.
The visualization result is presented in Fig. 12. Fig. 12
shows that the trained model does learn to distinguish
between the different winding faults using FRA gain and
phase data, indicating it has captured essential features for
classification.

Furthermore, to elucidate the decision-making criteria
employed by the trained model for different winding fault
types, this study applies Smooth Grad-CAM++- to visualize
the sensitivity of the CNN module to specific image regions
through gradient analysis, and its visualization results are
presented in Fig. 13. Figs. 8§ and 13 show that the trained
dual-channel DL model does capture the differences between
different classes. The visualization results reveal that the key
to accurate FRA-guided synchronous machine winding fault
diagnosis lies within the input of low- and mid-frequency
bands. This observation aligns with the findings reported
in [18].

C. Comparison Results of the Proposed Method With
Previous Works

This study compares the performance of the proposed
method with previous works [16], [18], [26]. Although these
works differ in model inputs and datasets, they all revolve
around the synchronous machine winding fault diagnosis
guided by FRA. While it must be acknowledged that there
exists an unfairness in conducting these comparisons, it is
essential to highlight that the training samples, time, and
epochs are significantly smaller than those needed in the
previous works. When the model’s accuracy on the test
set reaches 99.35%, remarkable advantages can be observed
compared to the previous methods. Specifically, the proposed
method requires only 1/500th of the training time and
1/20th of the training samples compared to the previous
DL-based model. Similarly, compared to the previous ML-
based model, the proposed method demonstrates superior
performance regarding reduced training time and the number
of required labeled samples. Moreover, it should be noted that,
although prior work employing the isolation forest [16] may
yield comparable results, it cannot detect winding fault types.
Compared to the isolation forest, the proposed models not only
have additional functions (the ability to detect the types and
locations of winding faults) but also require fewer training
samples.

Remarkably, the proposed approach effectively reduces
the burden on data annotation and the computing power
required, all while satisfying the diagnostic model performance
requirement (>95%).

V. DISCUSSION AND LIMITATION

Currently, numerous works have been done on syn-
chronous machine winding fault diagnosis based on the
data-driven model, but most works focus on the diagnostic
model’s performance without considering the cost of data
annotation and computational power consumption. In real-
world fault detection, applying data-driven models presents
unique challenges, including a scarcity of experimental data
and a high proportion of unlabeled samples. This study
proposes a solution by efficiently selecting representative
unlabeled samples, subsequently labeled by experienced
experts. AL reduces the burden on data annotation and
accelerates the training process.

In addition, this study uses image data of FRA gain
and phase as input, but differences in winding types and
turns among various machines may result in distinct FRA
data. Although the trained model is not directly applied
to different machines, its data-efficient nature allows rapid
and cost-effective adaptation to various machines. To be
specific, owing to the data efficiency of the proposed method,
researchers augment the dataset with a small quantity of
labeled data (approximately ten samples) from either new
or identical machine types, compared with the thousands
of labeled samples reported in previous works [18], [26].
Consequently, even if a new machine does not contribute fault
data, similar samples can be obtained from other machines
of the same type. On the other hand, machine manufacturers
possess a large number of unlabeled data, so the proposed

Authorized licensed use limited to: Huazhong University of Science and Technology. Downloaded on June 13,2025 at 01:42:24 UTC from |IEEE Xplore. Restrictions apply.



CHEN et al.: DATA-EFFICIENT SYNCHRONOUS MACHINE WINDING SC FAULTS DIAGNOSIS BASED ON FRA AND AL

19813

o
©

o
®

== batchsize=16, integrated query strategy 1
== batchsize=16, integrated query strategy 2
batchsize=32, integrated query strategy 1
== batchsize=32, integrated query strategy 2-
~—— batchsize=64, integrated query strategy 1
batchsize=64, integrated query strategy 2

o
)

Test set accuracy
o
~

Test set accuracy
o
~

s
3

N
~

32 64 96 128 160 192 224
The number of training labeded samples

(a)

64 96

The number of training labeded samples

(b)

> e == batchsize=16, epoch=10
== batchsize=32, epoch=5
batchsize=32, epoch=10
=== batchsize=32, epoch=15
@ | —#—batchsize=64, epoch=10
)
E*
=== epoch=5, integrated query strategy 1 ;7
=#==epoch=5, integrated query strategy 2 g 3
epoch=10, integrated query strategy 1 ‘@
=—e—epoch=10, integrated query strategy 2 [=
—4—-epoch=15, integrated query strategy 1
epoch=15, integrated query strategy 2 2 -/—
1 -
128 160 192 224 0 32 64 96 128 160 192

The number of training labeded samples

©

Fig. 11. Test set accuracy and training time under different training settings. (a) Test set accuracy under different batch sizes. (b) Test set accuracy

under different epochs. (c) Training time under different settings.

TABLE VI
COMPARISON RESULTS WITH PREVIOUS WORKS

Whether can

Method Training time  Training set samples  Test set samples  Training epoch ~ Test set accuracy detect fault types
Isolation forest [16] 6.32s 320 44 30 100% X
ResNet-18 [18] 29min30s 1808 270 100 99.63% v
iCaRLNet with life long learning .
(one class per task) [26] 27min59s 1808 270 70 92.59% v
Integrated query strategy 1 ) o
(epoch=10 batchsize=32) 2s 64 155 10 93.55% v
Integrated query strategy 1
(epoch=10 batchsize=32) 3s 96 155 10 99.35% v
Integrated query strategy 2
(epoch=10 batchsize=32) 2s 64 155 10 %6.7% v
Integrated query strategy 2 .
(epoch=10 batchsize=32) 3s 96 s 10 99.35% v
81 '.' 1) Due to experimental constraints, the dataset used only
61 & includes data about manually simulated winding SC
44 faults on a 5-kVA synchronous machine. As a result,
2] the model derived from this dataset only applies to
0l o esc# .~ # the experimental machine. It is advisable to incorporate
o GSC-#2 ﬁ data from a broader range of machines to improve the
-4 L] . oy . . . .
21 o GSC-#3 b model’s generalizability, even including larger industrial
—41 7 :Izg:zi::g machines and different machine types. Furthermore, the
—61 IDSC-#2-#3  ® $ experimental data utilized in this study are derived
_g]l ¢ Normal ':k from manually simulated winding faults rather than real-

-75-50-25 00 25 50 7.5 10.0 12.5

Fig. 12. Visualization results of the test set based on the trained dual-
channel DL model and t-SNE.

method entails selecting representative samples for expert
labeling. Subsequently, these newly annotated data augment
the dataset for model training, enabling the development
of fault diagnosis models tailored to various machines
through the application of transfer learning [33] and lifelong
learning [26]. Based on the proposed method, each machine
is expected to have a customized fault diagnosis model.
Currently, FRA is a prevalent technique for synchronous
machine inspection during scheduled shutdown maintenance.
Therefore, the customized fault diagnosis model offers a
means to streamline this process and support more objective
decision-making.

While the proposed method demonstrates advantages in data
annotation and accelerates model training, it still has several
limitations.

2)

3)

world fault data. Future research should incorporate
data acquired from actual fault events to enhance the
practical applicability and robustness of the proposed
model.

The essence of FRA is to compare normal and faulty
FRA data, and the FRA-guided fault diagnosis models
are still suitable for offline detection. Due to some
differences in the definition of fault severity among
different machines, it is still necessary to train models
from scratch based on corresponding data for different
machines.

This study has not applied the proposed method to
real-world fault detection scenarios. Future research
should prioritize the integration of the trained model
into embedded systems, potentially leveraging edge
computing platforms. In the context of edge computing,
critical considerations include computational resources
and storage capacity of hardware, as well as the
feasibility of model compression techniques [34], [35].
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Fig. 13. Visualization results based on the proposed model and Smooth Grad-CAM++. (a) GSC-#1. (b) GSC-#2. (c) GSC-#3. (d) ITSC-#1-#3.
(e) ITSC-#1-#2. (f) ITSC-#2-#3. The redder the color of the area, the greater the impact on the trained model, which means the trained model

makes decisions based on data from darker-colored areas.

VI. CONCLUSION

This study proposes a data-efficient synchronous machine
winding SC faults diagnosis method based on FRA and AL.
According to the experimental and comparative results, the
following conclusions are obtained.

1) Efficient model training requires both representative
sample selection for the training set and a lightweight
backbone model tailored to dataset size, and per-
formance gains may be more effectively achieved
through additional input signals rather than increased
model parameters. Therefore, classical models are often
unsuitable for electrical equipment fault diagnosis,
hindering their practical application.

2) The two-stage query strategy mitigates the limitations
of both uncertainty- and diversity-based methods by
avoiding outlier selection and ensuring diversity, so the
proposed method substantially reduces both data anno-
tation costs and computational demands. Furthermore,
unsupervised representation learning before AL benefits
the initial training set, aligning with the prevalence of
unlabeled samples in real-world scenarios.
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