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A B S T R A C T   

Synchronous machine is one of the critical power generation parts in the power system. Its stable operation 
ensures people’s normal economic activities. Winding is an essential component of a synchronous machine, and 
the winding fault is a common fault type. The reliable and efficient fault diagnosis of synchronous machine 
winding is of great significance to ensure the stability of the power system. Therefore, this paper proposes an 
anomaly detection method of synchronous machine winding fault based on isolation forest (IF) and impulse 
frequency response analysis (IFRA). Firstly, the basic principle of the anomaly detection method is introduced, 
and mathematical-statistical indicators of IFRA signatures used are then explained. Besides, the experimental 
verification is carried out on a 5 kW synchronous machine, and the performance of the anomaly detection 
method for winding fault is compared with other conventional methods. The experimental results show that the 
proposed method is feasible and effective, and the generalization ability of the data is strong. The comparative 
experimental results show that the proposed method is superior to the existing conventional supervised learning 
method. It has a shorter calculation time and higher accuracy, with stronger robustness, which is more suitable 
for the actual data structure.   

1. Introduction 

A synchronous machine or a generator is one of the crucial parts of a 
power system, which converts mechanical energy to electrical energy. 
At present, in all kinds of power generation operation modes, 90% of the 
power is provided by the synchronous machine [1]. Various studies 
show that the normal operation of a synchronous machine may be 
affected by many factors, for instance, thermal stress, electromagnetic 
stress, mechanical stress, electromagnetic noise, vibration, rotor cen
trifugal force, insulation material aging, etc [2]. These failure factors will 
cause serious faults to the active or static parts of the generator [3], 
leading to the shutdown of the entire synchronous machine. The abrupt 
shutdown of synchronous machines in operation will affect the power 
supply quota of power plants, which will destroy the power sup
ply–demand relationship [4-7], having a large negative impact on the 
economy, politics, activities of human beings [5,6]. For example, in 
2011, a 300 MW steam turbine generator in Dalong Guizhou power 
plant suffered an inter-turn short circuit accident of rotor winding, 
which resulted in an unplanned shutdown for 60 days, resulting in an 
economic loss of about 400 million dollars [8]. In high voltage 

machines, the probability of stator failure is 2/3, greater than that of 
bearings, rotors, and other parts [4]. As an important part of stator, 
relevant researches [3,6,8] show that winding fault is not only the most 
common fault in stator but also one of the crucial causes of a machine 
fault. Therefore, it is necessary to detect and diagnose the winding faults 
of synchronous machines. 

Relevant researchers proposed the electric or current analysis, for 
instance, the DC resistance measurement method, AC impedance/ 
dielectric dissipation method [10], the recurrent surge oscilloscope 
(RSO) method [11], open-end transformer method, detection coil 
method, and traveling wave method [12]. In recent years, some scholars 
worldwide start to use frequency response analysis (FRA), which has 
already been widely used in the winding fault diagnosis of power 
transformers, to detect the winding fault of synchronous machines 
[3,9,13-25]. The FRA technique can be divided into sweep FRA (SFRA) 
and impulse FRA (IFRA), according to the nature of the input excitation 
signal. IFRA, as a derivative branch of FRA, has the advantages of high 
detection sensitivity, fast diagnosis speed, low cost, and non-destructive 
process [3,9,13-22]. Its basic principle is that the winding can be 
equivalent to a broadband equivalent circuit model composed of 
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capacitance, resistance, and inductance under the excitation of the high- 
frequency impulse signal. The faults such as an inter-turn short circuit of 
windings will inevitably change the structure and parameters of the 
equivalent circuit model, and the frequency response characteristics of 
windings will change. Based on this, the fault state of windings can be 
inferred. Besides, it is noted that there are some other methods in fault 
detection of machines, such as thermal analysis [26,27], vibration 
analysis [28], acoustic analysis [29], etc. These methods are significant 
for the condition maintenance of machines, which can provide guidance 
to the detection and diagnosis of the fault. However, these methods 
study the bearing, electric drills, or other mechanical components of the 
device, which are not focused on diagnosing synchronous machine 
windings. 

Moreover, for the fault diagnosis of synchronous machines based on 
the FRA method, few reports exist regarding diagnosing the presence of 
a fault. Some similar research methods can be found in fault diagnosis of 
transformer winding mechanical deformation. In conclusion, two cate
gories can be summarized as follows: 1. Calculate various mathematical- 
statistical indicators of FRA curves in the sub-frequency band, including 
the resonant point-based statistical indicator and entire frequency point- 
based statistical indicator. The calculated indicator is compared with the 
threshold value [3,9,15,21,27,30]. 2. The threshold comparison of the 
first method is replaced with the advanced recognition method based on 
machine learning-based classifiers to diagnose the fault types [31,32]. 

In the first method, the winding fault characteristics can be identified 
based on the resonant point of the FRA signature in Ref. [3]. The in
fluence of various faults on the amplitude and frequency of resonant 
points of the FRA curve is explored. Nevertheless, this method is 
vulnerable to noise because the amplitude and frequency of the reso
nance point may be sensitive to noise, which will have an impact on the 
accuracy of the method. In Ref. [30], using the correlation coefficient 
indicator, a method for diagnosing the fault degree of the inter-turn 
short circuit of the synchronous machine is proposed. This method is 
simple; however, the used mathematical indicator is a single indicator. 
The threshold value is fuzzy. It can not be used to judge the winding fault 
extent of other types of synchronous machines. In the second method, a 
classification method of winding deformation fault based on support 
vector machine (SVM) optimized by particle swarm optimization (PSO) 
is presented in Ref. [31]. This method is fast and accurate; however, a 
large number of winding fault data will be collected from simulation or 
experiment before performing the fault diagnosis. The experiment data 
is obtained from the destructive test, which would cause damage to the 
experimental winding; nevertheless, the simulated data may not 
emulate the actual situation of the winding fault. Besides, a neural 
network fault diagnosis method based on genetic algorithm (GA) opti
mization is proposed in Ref. [32]. This method is accurate and can 
extract the mapping relationship between various mathematical- 
statistical indicators and fault conditions. However, the training pro
cess of a network is time-consuming, and the well-trained network may 
not be suitable for winding of different fault types; thus, the general
ization performance of the network is not strong. 

In conclusion, to make the fault detection method more convenient 
and accurate, IF is used to process the IFRA data of synchronous machine 
windings for the first time to diagnose whether the winding has a fault. 
The main contributions of this study are as follows:  

1) Based on a large number of healthy data and a small amount of faulty 
data, a new fault diagnosis method of synchronous machine winding 
which corresponds to this data structure is proposed and introduced. 
This method is an anomaly detection method, which automatically 
diagnose a large amount of health data as normal, and a small 
amount of fault data as abnormal. In addition, this method belongs to 
unsupervised learning. It does not need to label all data in advance. It 
can significantly save time in the data collection stage.  

2) Compared with other traditional machine learning methods, the 
proposed method is more suitable for processing data structure in 
real situations. This method is accurate and rapid.  

3) The proposed method can be applied to the periodic detection of 
synchronous machines. The fault anomaly detection of synchronous 
machine winding can be detected offline. Preliminary screening is 
made for subsequent manual fault classification, which saves many 
resources. Moreover, this method uses the mathematical-statistical 
indicators to analyze the degree of difference between the faulty 
IFRA curve and its reference, thus it can provide guidance for un
known faults with indicators deviating from the normal range. 

It can be seen that there exist some issues regarding the fault diag
nosis of synchronous machines based on the existing FRA method, for 
instance, time-consuming, low accuracy, demand for massive fault 
experimental data. Therefore, from another perspective of solving the 
problem, the fault anomaly detection technique, for the first time, is 
introduced to fault diagnosis of synchronous machine winding in this 
study. This paper proposes a fault anomaly detection of synchronous 
machine winding based on IF and IFRA. The basic principle of anomaly 
detection based on IF and IFRA is introduced in section II. The 
mathematical-statistics indicators used in winding fault detection are 
introduced and selected in section III. Section IV then carries out the 
experimental verification on a 5 kW, three-phase, synchronous machine. 
The comparison of the proposed method with other conventional su
pervised learning methods is presented in section V. Finally, section VI 
summarizes and concludes the result. 

2. Basic principles 

2.1. Introduction of anomaly detection theory based on isolation forest 

Anomaly detection is targeted at a few unpredictable or uncertain, 
rare events. It has unique complexity, making general machine learning 
and deep learning techniques ineffective [33-38]. 

It is meaningful to use anomaly detection in synchronous machines 
of different sizes. For small and medium-sized synchronous machines, 
anomaly detection can replace artificial subjective judgment to detect 
winding faults. After that, related staff can choose to replace the syn
chronous machine according to the fault or not, without detecting the 
fault type, which can significantly improve the accuracy and speed of 
fault detection. For large synchronous generators, the current related 
research can not unify the method to identify all kinds of winding faults 
[3,9,24,25,30]. However, the short time required for anomaly detection 
can provide information on whether to determine the winding faults 
before performing recognition, reducing the amount of data calculation 
in the power system. 

Moreover, for the currently unknown types of faults, anomaly 
detection can make some guidance recommendations. There is a large 
amount of healthy winding data and a small amount of fault winding 
data during the research process. The anomaly detection algorithm can 
show better classification performance than other classifiers in this data 
structure. A flowchart for the application of anomaly detection is shown 
in Fig. 1 when the synchronous machines are regularly inspected. 

IF is an anomaly detection algorithm proposed by Professor Zhihua 
Zhou and others at the 8th IEEE Data Mining International Conference in 
2008 [35]. It generally targets anomaly points in continuous structured 
data. The algorithm is an ensemble-based anomaly detection method 
and therefore has linear time complexity. Compared with other anomaly 
detection methods, such as the Gaussian mixture model [39], it does not 
need to calculate the inverse of the covariance matrix and covariance 
matrix between the indicators. If too many dimensions of the evaluation 
indicators lead to the matrix inversion into singular values and calcu
lation is slow. The IF algorithm does not need complicated matrix 
calculation, so it has higher accuracy. Compared with other anomaly 
detection algorithms, the IF algorithm has a smaller computational load 
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when dealing with large data, allowing more evaluation indicators, so it 
is widely used in the industry [36-38]. 

The IF algorithm is divided into two processes: (1) training of a single 
iTree (2) evaluating the score of all iTrees. The flow chart of the IF al
gorithm is shown in Fig. 1. 

The most important part in Fig. 1 is the construction of a single iTree. 
The iTree realizes the separation of data through a random hyperplane 
to cycle the separation until there is only one data point in the subspace. 
The normal value is in the high-density area, which requires multiple 
data isolation and complete separation. The abnormal data is in the low- 
density area, which can be completely separated after a few isolations. 
The core problem of IF is the method of separating data. The construc
tion process is as follows:  

1) Randomly select Ψ points from training data as subsamples into the 
root node of an iTree.  

2) Randomly specify a dimension that randomly generates a cutting 
point within the current node data range P.  

3) Cut to hyperplane: place set Tl smaller than P, place set Tr larger than 
P.  

4) Go back to step 2) and 3) to form a new node. When the data cannot 
be segmented or the number of segmentation times reaches log2Ψ , 
stop segmentation. 

Besides, the algorithm needs to set a few parameters, including the 
number of iTrees and the number of subsamples. Then repeat the steps in 

Fig. 1 to establish an isolated forest. It can also be found that the gen
eration of each iTree is independent of each other, indicating that the 
growth of an isolated forest can grow multiple iTrees at the same time, 
that is, the isolated forest can support parallel operation. When faced 
with a large amount of data, the parallel operation algorithm can greatly 
improve operation efficiency. 

Its random process is the idea of Monte Carlo simulation. If the 
number of iTrees tends to be infinite, according to the law of large 
numbers, the final score of all samples tends to be a stable value. The 
abnormal score of each collected sample can be calculated and evalu
ated by the constructed iFroest. That is, traverse all the iTrees in iForest 
one by one, extract the node depth of the sample in each iTree, and then 
calculate the average depth of the sample in iForest, as shown in Fig. 2. 
Through the further transformation of the depth of iTree, the anomaly 
score of the sample can be obtained. 

Calculate the abnormal score of sample x, as shown in formula (1): 

s(x,ψ) = 2−
E(h(x))

c(ψ) (1)  

where h(x) is the path length of the sampling point x from the root node 
of the iTree to the leaf node. E(h(x)) is the average path length of the 
same sample in all iTrees. c(ψ) represents the average depth of iTrees in 
the constructed iForest. ψ is the number of subsamples. 

Random selection from training data Ψ
points as subsamples into the root node 

of an isolated tree

Randomly specify a dimension that 
randomly generates a cutting point 

within the current node data range P

Cut to hyperplane: place set Tl smaller 
than P, place set Tr larger than P

(1) One sample on the node
(2) Reaches a restricted height
(3) Sample characteristics on

 nodes are the same

N

Set tree parameters

The test data is evaluated with the 
resulting isolated trees, which 
calculates the abnormal score s

If s<0.5, this point is normal, otherwise 
it is abnormal

Y

establishment of a single iTree

evaluating the results of all iTrees

Stored database

Offline detection of 
synchronous machine 

winding during periodic 
inspection

Collect characteristic 
indicators

Import of anomaly detection 
system

Fault judgment

Fault type identification

N

Y

Data collection

 According to different faults, make 
different treatments

Isolation Forest

Reach the number of iTrees N

Y

Fig. 1. Flow chart of synchronous machine winding detection system combined with IF.  
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c(ψ) =

⎧
⎨

⎩

2H(ψ − 1) − 2(ψ − 1)/ψ ,ψ > 2
1 ,ψ = 2

0 , otherwise
(2)  

where H(i) is a harmonic number, and it can be estimated as ln(i) +
0.5772156649. 

The closer the s(x) score is to 1, the higher the probability that the 
sample is an abnormal point. The closer it is to 0, the greater the 
probability that it is a normal sample. Furthermore, set 0.5 as the clas
sification threshold regularly. 

2.2. Principle of impulse frequency response analysis 

In recent years, many scholars have used the IFRA to extract the 
winding fault characteristics of transformers and achieved good results 
[13-23]. In this paper, according to the application method of impulse 
frequency response in transformer windings, it is applied to the diag
nosis extraction of the synchronous generator winding faults 
[3,9,24,25,30]. In Ref. [30], the related researchers have constructed 
the winding model of the synchronous machine in Fig. 3. Moreover, the 
frequency characteristic curve of the circuit model is in good agreement 
with the actual frequency characteristic curve. Changing the parameter 
value of the basic circuit can simulate the corresponding fault type, 
which also confirmed the feasibility of IFRA to judge the winding fault of 
synchronous machines. 

First, the impulse signal Vin is injected into the first section of the 
winding by the pulse generator. The current response signal Iout is 
collected at the end of the winding. Then the fast Fourier transform 
(FFT) is applied to the input impulse signal, and the current response 
signal and their frequency spectrum values are obtained: 

Vin(k) =
∑N− 1

n=0
Vin(n)e− j2π

N kn (3)  

Iout(k) =
∑N− 1

n=0
Iout(n)e− j2π

N kn (4)  

where Vin(n) is the N points sampling signal of excitation voltage, Iout(n) 
is the N points sampling signal of response current; Vin(k) and Iout(k) are 
fast Fourier transforms of Vin(n) and Iout(n). 

Finally, the transfer function H(dB) expressed as the gain is obtained: 

H(dB) = 20log10
|Iout(k)|
|Vin(k)|

(5) 

This transfer function can be used as the characteristic information of 
the winding to characterize the healthy state of the winding at this time. 
Researchers often refer to this transfer function as the “fingerprint” of 
the winding’s gain image at different frequencies [31,40,41]. 

3. Indicators selection 

Compared with the use of full-band frequency information, the use of 
mathematical-statistics indicators can simplify the amount of data, 
accelerate the calculation speed and reduce the dimension of indicators 
[31,40]. Moreover, the abnormal winding fingerprint can be trans
formed into outlier different from the healthy winding fingerprint in 
multi-dimensional space. The impulse frequency response of faulty 
winding becomes the abnormal point in anomaly detection. According 
to the reference [31], this paper takes Eq. (5) of healthy winding at 
different frequencies as the benchmark to construct the mathematical- 
statistical indicators between each sample and healthy sample. 

According to Ref. [41], all selected indicators should have a linear 
relationship with fault degree. The flow chart of selecting indicators 
combined with IFRA and IF is shown in Fig. 4. According to Ref. [31,41], 
the indicators included are shown in Table 1. 

In Table 1, n is the number of samples, Yi is the value of health IFRA, 
and Xi is the value of other winding’s IFRA. 

Correlation coefficient and Euclidean distance are usually the two 
most common indicators to judge winding fault based on the frequency 
response curve. The correlation coefficient can describe whether the 
relationship between healthy data and measured data is close or not and 
can also describe the similarity between them to a certain extent. 
Euclidean distance describes the actual distance between two points in 
multidimensional space. The maximum of difference represents the 
maximum deviation between the measured data and the healthy data, 
which is often used to reflect the resonance point offset caused by the 
fault of the winding. The integral of absolute difference and the sum 
squared ratio error reflects the “gap” between the measured and healthy 
data. They can reflect the up and downshift of frequency response 
amplitude caused by a fault. Sum squared and root mean square errors 
can reflect the dispersion degree between fault data and normal data and 
measure their deviation. The sum squared max–min ratio error can 
highlight the influence of relatively large errors and reduce relatively 

iTree 1Abnormal 
score s

Abnormal 
sample

Normal  
sample

iTree 2 iTree N

Fig. 2. Detection process of IF.  

Fig. 3. Circuit model structure of synchronous machine [30].  
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small errors. In Table 1, the calculation of these indicators is closely 
related to the health samples. To a certain extent, these indicators 
extracted from the impulse frequency response can effectively increase 
the difference between the fault winding and the health winding and 
ensure the possibility of anomaly detection. 

References [3,9,23,30,31,40,41] show that the impulse frequency 
response (1 kHz–1 MHz) can effectively reflect the characteristic infor
mation of the difference between the healthy fingerprint and the fault 
fingerprint of transformer windings, so this paper only calculates the 
mathematical-statistical indicators within this frequency interval. 

4. Experimental validation 

IFRA measurement is carried out in this experiment on a 5 kW, three- 
phase, salient pole synchronous machine winding. The nameplate of the 

synchronous machine is shown in Table 2. Fig. 5(a) shows the mea
surement wiring diagram, and the actual experimental site diagram is 
shown in Fig. 5(b). The measuring system comprises a homemade pulse 
generator, a current sensor, a voltage probe, and an oscilloscope. The 
pulse generator is mainly composed of the Marx circuit, power module, 
drive circuit, etc., as shown in Fig. 6. The pulse generator can continu
ously adjust the pulse amplitude of 0–4 kV, the leading edge time is 
within 40 ns, and the pulse width is adjusted in 10–1000 ns. In Fig. 6, the 
excitation voltage and response current are measured through a 
broadband voltage probe (model: P5100a, Tektronix, Oregon, America) 
and a current sensor (model:150, Pearson, California, America), 
respectively. The waveform is recorded by an oscilloscope (model: 
MDO4104C, Tektronix, Oregon, America). Many IFRA tests are carried 
out under the same machine state. The excitation and response signals of 
64 measurements are averaged to reduce the impact of white noise on 
the measurement. Then the average signal is used for analysis as a time- 
domain signal. Here is the setup of pulse parameter and sampling, the 
pulse amplitude is 480 V, the pulse width is less than 700 ns, the rising 
time is less than 50 ns, as shown in Fig. 7. And the sampling rate is 25 
MHz, and the sampling point is 10 k. 

In addition, the angular placement of the rotor will have a certain 
impact on the IFRA curve of the stator. Therefore, in experimental 
validation, only the stator winding of the synchronous machine is tested 

IFRA

Calculate different indicators 
values of each sample

Isolation forest

According to the results, the fault 
detection system is evaluated

Collect fault winding data of 
different degrees

IFRA

According to the theory of 
mathematical statistics, select the 

indicator

Whether the 
indicator of different fault 

degrees are linear

N

Y

Establish a reasonable indicators 
system

indicators selection [41]
A large number of normal and a 
small number of abnormal time-
domain impulse frequency data 

are collected

fault diagnosis

Fig. 4. Establish the flow chart of the fault detection system.  

Table 1 
Mathematical-statistical indicators.  

Indicator name Calculation formula 

Correlation coefficient (CC) 
∑n

i=1XiYi
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1 [Xi]
2∑n

i=1[Yi]
2

√

Euclidean distance (ED) ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(Yi − Xi)
2

√

Maximum of difference (MAX) max|(Yi − Xi)|

Integral of absolute difference (IA) 1
n
∑n

i=1
(Yi − Xi)

2   

Sum squared error (SSE) 1
n
∑n

i=1
(
Yi

Xi
− 1)2   

Sum squared ratio error (SSRE) 
∫
|Yi − Xi|df  

Sum squared max–min ratio error (SSMMRE) 1
n
∑n

i=1
(
max(Yi,Xi)

min(Yi,Xi)
− 1)2   

Root mean square error (RMSE) 
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
n
∑n

i=1
(
|Yi| − |Xi|

1
n
∑n

i=1
|Xi|

)

2
√
√
√
√
√

Table 2 
Nameplate values of synchronous machine  

Characteristics Parameter value 

Rated power 5 kW 
Rated voltage 380 V 
Frequency 50 Hz 
Pole pairs 1 
Number of slots 36 
Rated speed 1500 rpm  
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without any rotor installed. 
The measurement wiring diagram without any simulated fault is 

shown in Fig. 5. After that, the inter-turn and ground faults of the motor 
are simulated according to the literature [3,9]. The experiment simu
lates different degrees of inter-turn faults by the parallel inductance of 
0.1/10/46/100/330uH between turns. Because the inter-turn short 
circuit fault will reduce the effective number of turns, inducing the 

variation of inductance [42]. Therefore, turn to turn parallel inductance 
is selected to simulate inductance reduction [30]. The simulated wiring 
diagram of inter-turn faults is shown in Fig. 8. Experiment by paralleling 
210/140/70/35/21 Ω resistance at a point in the winding simulates 
varying degrees of grounding failure. The value of parallel inductance 
and resistance are selected by order of magnitude of inductance and 
resistance in the circuit model established in Fig. 3 [3,9,17,30,43,44]. 
The connection diagram for the ground fault is shown in Fig. 9. 

To generate the data structure with a large amount of healthy 
winding information and a small amount of fault winding information, a 
total of 320 impulse frequency response data are measured, including 
the impulse frequency response of 300 healthy windings, two groups 
(2 × 5) of inter turn faults with different degrees, and two groups (2 ×

5) of grounding faults with different degrees. The measured time- 
domain waveforms are then changed by FFT. The IFRA of 15 healthy 
windings is shown in Fig. 10, 5 examples of inter-turn faults of different 
degrees are offered in Fig. 11, and 5 samples of grounding faults of 
different degrees are shown in Fig. 12. 

As shown in Fig. 10, noise interference during the measurement 
process can cause jitter in the impulse frequency curves of healthy 
windings. These result in slight differences between the mathematic- 
statistical indicators of healthy windings, which is consistent with the 
anomaly detection algorithm’s requirements of normal data. 

As shown in Figs. 11 and 12, all kinds of faults result in an impulse 
frequency response curve that is different from the healthy windings, 
and winding faults translate into farther outliers in multidimensional 
space. Faults can cause large fluctuations in the mathematical-statistical 

Fig. 5. Measurement experiment diagram (a) measurement wiring diagram, (b) actual wiring diagram.  

Fig. 6. Structure of pulse generator, current sensor and voltage probe.  

Fig. 7. Pulse waveform.  

Fig. 8. Simulated wiring diagram of inter-turn faults.  
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indicators compared with the healthy windings, which can be detected 
as outliers in multidimensional space by the anomaly algorithm through 
anomaly indicators. 

In the anomaly detection algorithm, because of its particular data 
structure, the experiment can not use the accuracy of the test set to 
measure the ability of the algorithm to identify anomalies, namely, the 
quality of fault detection [35]. Therefore, a new evaluation indicator, 

the area under the receiver operating characteristic curve (AUC), is 
introduced [38,45]. The closer the AUC is to 1, the better the perfor
mance of anomaly detection is. According to a series of dichotomous 
ways, the receiver operating characteristic curve (ROC) is drawn, the 
true-positive rate is the vertical axis, and the false-positive rate is the 
horizontal axis: 

TRRate =
TP

TP + FN
(6)  

FPRate =
FP

FP + TN
(7)  

where TP is the number of true positives, FP is the number of false 
positives, FN is the number of false negatives, and TN is the number of 
true negatives. The meaning of TPrate is the proportion of all samples 
whose real category is 1 and whose prediction category is 1. The 
meaning of FPrate is the proportion of all samples with 0 real class and 1 
predicted class. 

AUC is calculated as follows: 

AUC =

∑
i∈positiveClassranki −

P(1+P)
2

P × N
(8)  

where, rank is the positive sample starting from 1 to the end, P is the 
number of positive samples, and N is the number of negative samples. 

The IF algorithm is used to detect 320 samples of data. The number of 
iTrees is 100, the number of iterations is 30, and the subsample size is 
64. The algorithm itself is unsupervised learning and does not need any 
labels on the data. By default, it judges a large number of similar data as 
normal and a small number of data with large differences as abnormal. 
However, to evaluate this algorithm’s performance, the label is brought 
into the calculation of AUC, and the average AUC size of each generation 
is 0.9947, and the training time is 6.32 s. It does not need to train the 
system to identify the various characteristic information of the impulse 
frequency response, and it only determines whether the winding is 
faulty. In addition, the parallel calculation is carried out when calcu
lating different iTrees. Those are two reasons for the fast calculation 
speed of the proposed method. The ROC curve is shown in Fig. 13, and 
the AUC value of 30 iterations is shown in Fig. 14. 

It can be seen from Fig. 13 that the value of the AUC of the IF al
gorithm is large. From the value of AUC, this algorithm is suitable for 
this data structure, namely, ideal for fault diagnosis of synchronous 
machine winding. This algorithm can accurately identify the abnormal 
in mathematical-statistics indicators, namely, the impulse frequency 
response of fault winding. 

It can be seen from Fig. 14 that the AUC value of the IF algorithm in 

U V W

1

Winding of lab 
synchronous machine 

Ground fault 
simulation

Fig. 9. Simulated wiring diagram of ground faults.  

Fig. 10. IFRA of the healthy winding.  

Fig. 11. IFRA of winding inter-turn short circuit faults in different degrees.  

Fig. 12. IFRA of winding grounding faults in different degrees.  
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repeated generations is above 0.99, indicating that this algorithm has 
certain advantages in accuracy. There is no test set in the sense of theory 
in the IF algorithm, but the performance of each generation can be 
regarded as the test set verification of supervised learning. AUC value is 
larger and more stable in each generation, which shows that this pro
posed method has a strong generalization ability in winding fault 
detection. 

5. Comparative experiment and analysis 

In order to explore the effect of different parameters on the algo
rithm’s performance, comparative experiments are analyzed. Other 
setting parameters are the same, and the performance of the IF algo
rithm is shown in Table 3 under the different number of subsamples. 
“Time” in the tables indicates the time taken for the algorithm to run 
once. 

Before sampling, normal and abnormal samples may be overlap, so it 
isn’t easy to separate them. However, after sampling, abnormal and 
normal samples can easily be separated. In addition, sampling can 
reduce the waste of computing time and space. An appropriate sub
sample size can also get a good AUC value in this experiment, closely 
related to the experiment’s sample size. However, when the subsample 
size is more than 320, the AUC value tends to be stable because the 
subsample size is larger than the sample size, and resampling is also a 
duplicate sample. Therefore, in this experiment, the relatively appro
priate amount of sampling can significantly reduce the operation time, 
and the AUC value is also high. Consequently, it is suggested that 20% of 
the sample size as a subsample size can provide a higher AUC value and 
reduce the calculation amount. 

The different number of iTrees will also have a certain impact on the 
experiment. When other setting parameters are the same, the perfor
mance comparison table of the IF algorithm under the different number 
of iTrees is shown in Table 4. 

It can be seen from Table 4 that if the number of iTrees is relatively 
large, the AUC value will tend to be stable, but the calculation speed will 
slow down. When the number of iTrees is relatively small, the AUC value 
fluctuates to a certain extent, which is related to the fact that Equation 
(1) can not approach stability when it is less than 100 but can approach 
stability after 100. This experiment gets the same conclusion as 
Ref. [35]: the number of iTrees should be more than 100. 

In order to illustrate the superiority of this algorithm, supervised 
learning methods such as SVM, k-nearest neighbor (KNN), random de
cision forests (RDF), and BP neural network are compared with the 
proposed method in this paper. The results are shown in Table 5. “Ac
curacy” in the tables represents the probability of correct prediction in 
the test set. In this paper, the accuracy of the last generation of the 
proposed method is taken as the accuracy of the IF test set. 

It can be seen from Table 5 that compared with other algorithms, and 
the IF algorithm has more strong adaptability to the data structure 
provided in this paper, stronger robustness, and less time. The AUC of 
other algorithms is small because the accuracy of the test set is usually 
used as the objective function in the process of generation, which is not 
suitable for this kind of data structure. 

Take the KNN algorithm as an example, and its confusion matrix is 
shown in Fig. 15. Although its accuracy is 90.9% in the test set, its AUC is 
0.70. It can be seen from Fig. 15 that KNN has lost the ability to judge 
because it considers all the data as normal data. If KNN is used, it can not 
effectively carry out unsupervised learning on the fault winding because 
the outliers in the data can not be clustered. The accuracy of RDF on the 
test set is 93.2%, but its AUC is only 0.74. It also shows that the accuracy 
of the test set can not reflect the classification ability of the algorithm in 
this data structure. In addition, although the experimental results of BP 
and SVM are relatively good, they only train the model for this experi
mental data, and their generalization ability is weak. The trained model 
is not suitable for other windings’ data. 

It can be seen from the result analysis in Tables 3–5:  

1. Reasonable selection of hyperparameters values can improve the 
performance of the classification algorithm. However, in the case of 
fault anomaly detection of synchronous machine windings, the 
change of hyperparameters does not induce a significant variation in 
performance (all AUC values are larger than 0.98). It verifies that the 
classifier used in this study is suitable for the provided data structure: 
a small sample size with a large amount of normal data and a small 
amount of failure data [35,45]. 

Fig. 13. Receiver operating characteristic curve.  

Fig. 14. AUC values at different generations.  

Table 3 
Performance comparison table of isolation forest algorithm under different 
number of subsamples.  

Number of subsamples 32 64 128 256 

AUC  0.9845  0.9965  0.9865  0.9847 
Time  0.98 s  1.32 s  2.44 s  6.56 s  

Table 4 
Comparison table of different methods  

Number of iTree 50 100 150 200 

AUC  0.9843  0.9947  0.9948  0.9948 
Time  1.32 s  6.56 s  8.40 s  12.73 s  
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2. If the data structure is not uniformly distributed, the classifier tends 
to classify all samples into the category of a large number of samples 
[45]. Therefore, it is unreasonable to use the accuracy of the test set 
to judge the algorithm’s performance. Nevertheless, the AUC can 
avoid this problem, and the value of AUC can be used to evaluate the 
performance of binary classification algorithms for unevenly 
distributed data [38]. From Table 5, the poor classification perfor
mance of other traditional methods is due to the unique robustness of 
these algorithms, which ignores the characteristics of this data 
structure. 

In addition, this study also uses other unsupervised learning, such as 
Gaussian mixture model [39]. However, when using the same data and 
indicators for classification, the covariance matrix falls into singular 
values. Hence it will not be involved here, and it also proves that the 
multivariate Gaussian model is not suitable for high-dimensional data. 

6. Conclusion 

This study proposes a fault anomaly detection method of synchro
nous machine winding based on IF and IFRA. Firstly, we introduce the 
principle of the IF algorithm and IFRA. Secondly, the mathematical- 
statistical indicators of IFRA curves are selected and analyzed. Then, 
the experimental verification of fault anomaly detection is carried out on 
a 5 kW synchronous machine by artificially simulating winding short 
circuit fault and fault classification. Finally, the performance of other 
traditional machine learning classification methods is compared to that 
of the proposed method. The following conclusions are drawn:  

1) As an unsupervised learning method, this method does not need to 
diagnose the machine fault type in advance but only collects a large 
amount of normal data and a small amount of abnormal data. This 
method automatically analyzes a large amount of health data as 
normal. It considers a small amount of failure data abnormal, which 
is more suitable for the actual working state. It also conforms to the 
fact that there are many normal data and a small amount of fault data 
in practice. Because of the adaptability of this data structure, the 

classification ability of the anomaly detection algorithm is stronger 
than other classifiers.  

2) The proposed method establishes a fault evaluation indicator system 
for synchronous machine windings. The value of each indicator can 
be linearly related to the severity of the fault, so this indicator system 
has a more comprehensive ability to evaluate the fault than a single 
evaluation indicator.  

3) The proposed method has a strong ability to distinguish faults and a 
fast calculation speed for periodic fault detection of synchronous 
machine winding. At the same time, this offline detection can also be 
carried out before the synchronous machine is cold standby to ensure 
that the synchronous machine put into the power system has no 
winding failures. The methods mentioned in this paper have strong 
industrial application ability.  

4) Traditional identification methods use many artificially simulated 
faults, which are different from the real fault information in fact. 
However, the method proposed in this paper can overcome this 
difficulty. It has certain guidelines for unknown winding fault types, 
ensuring that no faulty machines with doubts are used. 

In the future, the proposed method will be applied to the detection of 
large synchronous machines in power plants, the corresponding im
provements will also be made according to the results, and finally, we 
hope to make available offline detection equipment for practical 
application. 
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